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#### Abstract

As its name suggests, a stateless pushdown automaton has no states. As a result, each of its computational steps depends only on the currently scanned symbol and the current pushdownstore top. Recently, there has been an interest in the investigation of limited pushdown alphabets. An infinite hierarchy of languages has been established based on this limitation. The proof was based on the language with growing input alphabet. This result was then improved by showing that the binary alphabet is sufficient for deterministic stateless automata. In this paper, we consider general nondeterministic stateless pushdown automata. We generalize these recent results by establishing an infinite hierarchy of language families resulting from stateless pushdown automata with limited pushdown alphabets and binary input alphabets.
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## 1 INTRODUCTION

A stateless pushdown automaton (see [5, 6, 13, 14]) is an ordinary pushdown automaton with only a single state. Consequently, the moves of a stateless pushdown automaton do not depend on internal states but solely on the symbols currently scanned by its head accessing the input tape and pushdown store. Recently, there has been a renewed interest in the investigation of various types of stateless automata. Namely, consider stateless restarting automata [8, 9], stateless multihead automata [4, 7], a relation of stateless automata to $P$ systems [15], and stateless multicounter machines and WatsonCrick automata [1-3].

It has been also shown that limiting the pushdown alphabet of stateless pushdown automata results in infinite hierarchy of languages accepted by these automata (see [12]). However, the witness language for the n -th level of the hierarchy is over an input alphabet with $2(\mathrm{n}-1)$ elements. This result was improved by showing that a binary input alphabet is sufficient to establish infinite hierarchy for deterministic stateless pushdown automata (see [10]). However, deterministic stateless pushdown automata are less powerfull than their nonodeterministic counterpart.

In this paper, we consider the impact of the size of pushdown alphabets to the power of general nondeterministic stateless pushdown automata with binary input alphabet. More specifically, we establish an infinite hierarchy of language families over a binary alphabet resulting from stateless pushdown automata with limited pushdown alphabets. For every positive integer $n$, we give a language over binary alphabet which can only be accepted by a stateless pushdown automaton with at least $n+1$ pushdown symbols.

The achieved results can be seen as a continuation of existing studies on infinite hierarchies resulting from limited resources of various types of stateless automata (see [1-4, 7, 10, 12]).

The paper is organized as follows. First, Section 2 gives all the necessary terminology. Then, Section 3 establishes the infinite hierarchies mentioned above. In the conclusion, Section 4 states an open problem related to the achieved results.

## 2 PRELIMINARIES AND DEFINITIONS

In this paper, we assume that the reader is familiar with the theory of formal languages (see [6]). For a set $Q, \operatorname{card}(Q)$ denotes the cardinality of $Q$. For an alphabet (finite nonempty set) $V, V^{*}$ represents the free monoid generated by $V$ under the operation of concatenation. The unit of $V^{*}$ is denoted by $\varepsilon$. Set $V^{+}=V^{*}-\{\varepsilon\}$; algebraically, $V^{+}$is thus the free semigroup generated by $V$ under the operation of concatenation. For $w \in V^{*},|w|$ denotes the length of $w$. For $w \in V^{*}$ and $a \in V, \#_{a} w$ denotes the number of occurrences of $a$ in $w$.

Next, we define stateless pushdown automata. Since these automata have only a single state, for brevity, we define them without any states at all.
Definition 1 (see [13]). A stateless pushdown automaton (an SPDA for short) is a quadruple

$$
M=(\Sigma, \Gamma, R, \alpha),
$$

where $\Sigma$ is an input alphabet, $\Gamma$ is a pushdown alphabet, $R \subseteq \Gamma \times(\Sigma \cup\{\varepsilon\}) \times \Gamma^{*}$ is a finite relation, called the set of rules, and $S \in \Gamma$ is the initial pushdown symbol. Instead of $(A, a, w) \in R$, we write $A a \rightarrow w$ throughout the paper. For $r=(A a \rightarrow w) \in R, A a$ and $w$ represent the left-hand side of $r$ and the right-hand side of $r$, respectively.
The configuration of $M$ is any element of $\Gamma^{*} \times \Sigma^{*}$. For a configuration $c=(\pi, w), \pi$ is called the pushdown of $c$ and $w$ is called the unread part of the input string (or just input string for short) of $c$.
The direct move relation over the set of all configurations, symbolically denoted by $\vdash$, is a binary relation over the set of all configurations defined as follows: $(\pi A, a u) \vdash(\pi w, u)$ in $M$ if and only if $A a \rightarrow w \in R$, where $\pi, w \in \Gamma^{*}, A \in \Gamma, a \in \Sigma \cup\{\varepsilon\}$, and $u \in \Sigma^{*}$. Let $\vdash^{k}, \vdash^{+}$, and $\vdash^{*}$ denote the $k$ th power of $\vdash$, for some $k \geq 1$, transitive closure of $\vdash$, and the reflexive-transitive closure of $\vdash$, respectively.
The language accepted by $M$ is denoted by $L(M)$ and defined as

$$
L(M)=\left\{w \in \Sigma^{*} \mid(S, w) \vdash^{*}(\varepsilon, \varepsilon)\right\} .
$$

In some proofs, we will need to point out the fact that the part of the pushdown is not used in the acceptation of a string by an SPDA. In order to simplify these proofs, we will introduce the following notion.

Definition 2. Let $M=(\Sigma, \Gamma, R, S)$ be an SPDA and let

$$
\left(\pi \pi_{1}, w_{1}\right) \vdash\left(\pi \pi_{2}, w_{2}\right) \vdash \cdots \vdash\left(\pi \pi_{n}, w_{n}\right)
$$

where $\pi \in \Gamma^{*}, \pi_{1} \ldots \pi_{n} \in \Gamma^{*}$, and $w_{1} \ldots w_{n} \in \Sigma^{*}$. If $\pi_{i} \in \Gamma^{+}$for all $1 \leq i \leq n$, then we say that $\pi$ is not used in $\left(\pi \pi_{1}, w_{1}\right) \vdash^{*}\left(\pi \pi_{n}, w_{n}\right)$.

Furthermore, in order to show the infinite hierarchy, we will use the following language, $L_{n}$, defined over the binary alphabet $\{a, b\}$ as follows:
Definition 3. Let $n \geq 2$ be a positive integer, and consider the $(n+1)$-SPDA $M=(\Sigma, \Gamma, R, S)$, where

$$
\begin{aligned}
& \Sigma=\{a, b\} \\
& \Gamma=\{S\} \cup\left\{A_{i} \mid 1 \leq i \leq n\right\}, \\
& R=\bigcup_{1 \leq i \leq n}\left\{S b \rightarrow A_{i}^{i}, A_{i} a \rightarrow \varepsilon, A_{i} b \rightarrow A_{i}^{i+1}\right\},
\end{aligned}
$$

with $S \notin\left\{A_{i} \mid 1 \leq i \leq n\right\}$. Let $L_{n}=L(M)$.

Note, that for each $w \in L_{n}$, there is such $k$ that $\#_{a} w=k \#_{b} w$, where $1 \leq k \leq n$ is a natural number. This fact will be used in some of the proofs.

## 3 RESULTS

Following two lemmas will help us reduce the complexity of the proofs presented later. First lemma is the well-known pumping lemma, which illustrates the effect of finite resources on the accepted language.

Lemma 1. (The Pumping Lemma) Let $L$ be a regular language. Then, there exists a natural number $k$ such that every word, $z \in L$, satisfying $|z| \geq k$ can be expressed as $z=u v w$ where $v \neq \varepsilon,|u v| \leq k$, and $u \nu^{m} w \in L$ for all $m \geq 0$.

Proof. See [11], page 230.

Next lemma illustrates the effect of the statelessness on the direct move relation. It shows that a sequence of moves is independent of the pushdown contents and part of input string not used during these moves.

Lemma 2. Let $M=(\Sigma, \Gamma, R, S)$ be an SPDA. If $\left(\pi_{1}, u_{1}\right) \vdash^{*}\left(\pi_{2}, u_{2}\right)$ for some $\pi_{1}, \pi_{2} \in \Gamma^{*}$ and $u_{1}, u_{2} \in$ $\Sigma^{*}$, then $\left(\pi \pi_{1}, u_{1} u\right) \vdash^{*}\left(\pi \pi_{2}, u_{2} u\right)$ for all $\pi \in \Gamma^{*}$ and $u \in \Sigma^{*}$.

Proof. This lemma follows from the fact that the definition of $\vdash$ depends only on the topmost symbol of the pushdown and on the leftmost symbol of the input string.

Notice that Lemma 2 implies that if $\left(\pi_{1}, u_{1}\right) \vdash^{*}(\varepsilon, \varepsilon)$, then $\left(\pi \pi_{1}, u_{1} u\right) \vdash^{*}(\pi, u)$ for each $\pi \in \Gamma^{*}$ and $u \in \Sigma^{*}$. This implication is used throughout the rest of this paper.

Following lemma covers the most important result of this paper. It shows that we need at least $n+1$ pushdown symbols in order to accept the language $L_{n}$.

Lemma 3. $L_{n} \notin{ }_{n}$ SPDA

Proof. Let $M=(\Sigma, \Gamma, R, S)$ be an SPDA accepting $L_{n}$. We will show, that $\operatorname{card}(\Gamma) \geq n+1$. First, Claim 1 will show that $S$ can be used only in the beginning of an acceptation of any word. Then, Claim 2 will show that there have to be at least $n$ addition distinct symbols in $\Gamma$.
Recall that for each $w \in L_{n}$, there is such $k$ that $\#_{a} w=k \#_{b} w$, where $1 \leq k \leq n$ is a natural number. This fact will be used for proving both claims.
Claim 1. Let $M=(\Sigma, \Gamma, R, S)$ be an SPDA accepting $L_{n}$. Then, $S$ can occur on the pushdown only in the first configuration of any accepting move sequence.

Proof. By contradiction. For the sake of contradiction, assume that there is such $x \in L_{n}$ where $S$ occurs on the pushdown more than once during the acceptation of $x$. Let $x=u v w$, where $u, v, w \in \Sigma^{*}$, such that $(S, u v w) \vdash^{+}(\alpha S, v w) \vdash^{*}(\alpha, w) \vdash^{*}(\varepsilon, \varepsilon)$, where $\alpha \in \Gamma^{*}$. Thus, $|u| \geq 1$ and $|v| \geq 1$.

As $|u w| \geq 1$, there is such $y \in L_{n}$ that the ratio of $\#_{a}(u y w)$ to $\#_{b}(u y w)$ is not a natural number.
As $y \in L_{n},(S, y) \vdash^{*}(\varepsilon, \varepsilon)$. Then, by Lemma 2, $(S, u y w) \vdash^{*}(\alpha S, y w) \vdash^{*}(\alpha, w) \vdash^{*}(\varepsilon, \varepsilon)$. Therefore, $u y w \in L_{n}$. But as there is no such $k$ that $\#_{a}(u y w)=k \#_{b}(u y w), u y w \notin L_{n}$, which is a contradiction. Thus, the lemma holds.

Now we will show, that there have to be unique $A_{i} \in \Gamma$ for each $1 \leq i \leq n$ such that $A_{i} \neq S$. In the proof, we will concentrate just on some of the strings contained in $L_{n}$. More precisely, we will use just the following strings defined over the natural number $i$ :

$$
L_{n}(i)=\left\{w \mid w=b\left(b a^{i}\right)^{k} a^{i} \text { for some } k \geq 1\right\}
$$

Observe that $L_{n}(i) \subseteq L_{n}$ for each $1 \leq i \leq n$, so each SPDA accepting $L_{n}$ have to accept all of the strings from $L_{n}(i)$. Furthermore, note that $L_{n}(i)$ is regular language and $\#_{a}(w)=i \#_{b}(w)$ for each $w \in L_{n}(i)$.
Claim 2. There is distinct $A_{i} \in \Gamma$ for each $1 \leq i \leq n$ such that $A_{i} \neq S$.

Proof. By contradiction. Let $\Gamma_{\mathscr{S}}=\Gamma-\{S\}$. For the sake of contradiction, assume that $\operatorname{card}\left(\Gamma_{\mathscr{S}}\right)<n$. Then there are $x_{1} \in L_{n}\left(j_{1}\right)$ and $x_{2} \in L_{n}\left(j_{2}\right)$, where $1 \leq j_{1}<j_{2} \leq n$, such that the same $A \in \Gamma_{S}$ is used in the acceptation of both $x_{1}$ and $x_{2}$. Furthermore, as $L_{n}\left(j_{1}\right)$ and $L_{n}\left(j_{2}\right)$ are regular languages, by Lemma 1, $x_{1}=u_{1} w_{1} v_{1}$ and $x_{2}=u_{2} w_{2} v_{2}$ such that $u_{1}, u_{2}, v_{1}, v_{2}, w_{1}, w_{2} \in \Sigma^{*}, u_{1} w_{1}^{k} v_{1} \in L_{n}\left(j_{1}\right)$, and $u_{2} w_{2}^{k} v_{2} \in L_{n}\left(j_{2}\right)$ for every $k \geq 1$.

By Claim 1, $S$ can occur only in the beginning of acceptation, and by contradiction assumption, $\operatorname{card}\left(\Gamma_{S}\right)<n$. Therefore, there has to be $A \in \Gamma_{\$}$ such that

$$
\left(S, u_{1} w_{1}^{k} v_{1}\right) \vdash^{*}\left(\alpha_{1} A, w_{1}^{k} v_{1}\right) \vdash^{*}\left(\alpha_{1}, v_{1}\right) \vdash^{*}(\varepsilon, \varepsilon)
$$

and

$$
\left(S, u_{2} w_{2}^{k} v_{2}\right) \vdash^{*}\left(\alpha_{2} A, w_{2}^{k} v_{2}\right) \vdash^{*}\left(\alpha_{2}, v_{2}\right) \vdash^{*}(\varepsilon, \varepsilon)
$$

where $\alpha_{1}, \alpha_{2} \in \Gamma^{*}$ are not used during the $\left(\alpha_{1} A, w_{1}^{k} v_{1}\right) \vdash^{*}\left(\alpha_{1}, v_{1}\right)$ and $\left(\alpha_{2} A, w_{2}^{k} v_{2}\right) \vdash^{*}\left(\alpha_{2}, v_{2}\right)$ respectively.

Then, as $w_{1}$ and $w_{2}$ can be iterated, $\#_{a}\left(w_{1}\right)=j_{1} \#_{b}\left(w_{1}\right)$ and $\#_{a}\left(w_{2}\right)=j_{2} \#_{b}\left(w_{2}\right)$. Furthermore, as each move removes one symbol from the input, $\left|u_{1}\right| \geq 1$ and $\left|u_{2}\right| \geq 1$. Therefore, $\#_{a}\left(u_{1} v_{1}\right)=j_{1} \#_{b}\left(u_{1} v_{1}\right)$ and $\#_{a}\left(u_{2} v_{2}\right)=j_{2} \#_{b}\left(u_{2} v_{2}\right)$.

Now we can construct such $x=u_{2} w_{1} v_{2}$ that would lead to contradiction. According to Lemma 2, there is

$$
\left(S, u_{2} w_{1}^{k} v_{2}\right) \vdash^{*}\left(\alpha_{2} A, w_{1}^{k} v_{2}\right) \vdash^{*}\left(\alpha_{2}, v_{2}\right) \vdash^{*}(\varepsilon, \varepsilon)
$$

so $u_{2} w_{1}^{k} v_{2} \in L_{n}$ for any $k \geq 1$. However, as $j_{1} \neq j_{2}$, there is no $m \geq 1$ such that $\#_{a}\left(u_{2} w_{1}^{k} v_{2}\right)=$ $m \#_{b}\left(u_{2} w_{1}^{k} v_{2}\right)$ for each $k \geq 1$, which is a contradiction to $u_{2} w_{1}^{k} v_{2} \in L_{n}$. Thus, the claim holds.

By Claim 1 and Claim 2, $\operatorname{card} \Gamma \geq n+1$. Therefore, $L_{n} \notin{ }_{n} \mathbf{S P D A}$, so the lemma holds.

Based on these lemmas, we present the final result in the following theorem.
Theorem 1. ${ }_{n}$ SPDA $\subset{ }_{n+1}$ SPDA for each $n \geq 2$.
Proof. By Lemma $3 L_{n} \notin{ }_{n}$ SPDA and by Definition $3 L_{n} \in{ }_{n+1}$ SPDA. By Definition $1,{ }_{n}$ SPDA $\subseteq$ ${ }_{n+1}$ SPDA. Thus, the theorem holds.

## 4 CONCLUSION

In this paper, we have shown an infinite hierarchy of languages over binary alphabet resulting from limiting the pushdown alphabet of stateless pushdown automata. However, the hierarchy is established on pushdown alphabets of sizes two and more. We conclude this paper by presenting an open problem: can this hierarchy be extended also to stateless pushdown automata with single pushdown symbol?
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