ECG ANALYSIS WITH USING OF NEURAL NETWORKS
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ABSTRACT

The article deals with possibilities of automatigaharking of pseudo-orthogonal ECG
with using of neural models for parameters acqgirand multi-layer self-organizing maps
for automatic classification of stand-alone ECG asv

1. INTRODUCTION

The processing and analyze of Electrocardiogranbbkaame a focal point of interest in a
past few years. It comes out from time and proéesdi heftiness especially in long-term
ECG records. In this time, discrete transformatiares used for example discrete Fourier
transformation, discrete cosine transformation espkcially discrete wavelet transforma-
tion. ECG processing by neural network is less comnNeural networks are usually used
for pre-processing or as a filter.

According to the successive implementation of comptechnology and new medical
technologies in common general practice, orthog&®@G leads are replacing a 12 lead
ECG. Classic 12 lead ECG contain three bipolar §fatl,111), three unipolar limb
leaddaVR,aVL,aVF) and six unipolar chest leafys -V, ). Orthogonal system contains
three leads (transversal lead) (vertical lead) and (sagittal lead). Orthogonal system
gives us three-dimensional and high accuracy infion about heart more then a 12 leads
ECG. System that is more common then an orthodeials is pseudo-orthogonal leads.
Pseudo-orthogonal system contains a leads froned@ ECG nearest to leadsy andz
Forx lead is nearest leadV,,V, fory lead is nearest leaaVF, Il and forzlead is near-

est lead from 12 lead ECGn(V, -V,).



The aim of this article is to explore possibilitiesthree-dimensional ECG wave descrip-
tions with using of neural model for parametersnestion and self-organizing maps for
classification.

2. PROCESSING OF ECG
My project of ECG processing can be separate hrigetlayers.

) Detection layer — this layer contain QRS detectod &unctions for data pre-
processing

1)) Model layer — contain neural model learning andhestion of parameters for cho-
sen ECG wave and

1) Classification layer — use SOM for classificatioh parameters acquired from
neural models.

ECG wave processing
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Figure 1: Process of ECG wave processing

2.1. DETECTION LAYER

Detection of QRS complex and valid data choosingsgential for accuracy and quality of
estimated parameters. Marked waves from PhysioBactkive MIT-BIH Arrhythmia Da-
tabase were used and problematic of QRS complecti@h was not solved in this article.
For future work, an existing QRS detector can kexlus

2.2. MODEL LAYER

From existing modelsAutoregressive moving average, Output Error act.) aFinite Impulse
Response has been chosen. FIR model predicate output Vadoeinput values. A sampled
data from pseudo-orthogonal leadsV,,aVF in stepk marked asV,,,V,,,aVF, . From

known values ofV,,V,,aVF in steps fronfk —1) to (k—n) wherendZ 00<n we pre-



dicate values of leadsV,,V,,avVF in step k. We mark predicated values
AV, e+ Vs ek AVF e - EQUAtions for predicated values calculation allewing.

Vouredk = PiVa-r) T PaVork-2) T+ + PuVa(k-n) 1)
Vspredk = V() T AVsk-2) T+ AnVs(n) 2)
aVF ek = rlaVF(k_l) + rzaVF(k_z) +oeetr, aVF(k_n) 3)

Difference between, true value of lea¥s,V, ,aVF, and predicated values, in step

k, give us prediction error. Based on predicatiooreparameters of neural models e.g.
(p, = p,)(a, =q,).(r, =1,) are updated by Levenberg-Marquardt algorithm. rfiteish-

ing learning, vectors of parameters obtained fremral models are placed to banks for fu-
ture processing in SOM. There are two examplesofor banks on figure 2 and 3. On the
left side of figure, there are placed marks forividual heartbeats from MIT-BIH archive
represented by color and on the right side of &guhere are vectors of parameters for
stand-alone heartbeats with the same color reps®an There are similarities on both
sides.

Figure 2: ECG record 102,60 000 samples, le& sdrks from MIT archive and vectors
of parameters on the right side, normal rhythm pexckd beats
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Figure 3: ECG record 103,60 000 samples, le& mdrks from MIT archive and vectors
of parameters on the right side, normal heart beat

2.3. CLASSIFICATION LAYER

Vectors of parameters from neural models are bieisgrted in vector banks. Every vector
corresponds to an individual heartbeat. At firdtjstdata are used for learning
self-organizing maps and after that the other vechoe classified to existing clusters. For
accuracy of classification there can be used nayer SOM.

1.st level SOM (rough classification) 2.nd level SOM (soft classification)

Figure 4: Multi-layer SOM classification

. CONCLUSION

The possibility of modeling heartbeat by neural eloslas verified. For modeling of indi-

vidual heartbeat, a neural model FIR was seledBained vectors of parameters from
neural models were used for classification by eedfanizing maps. For improving accura-
cy, different types of neural models will be testédr better classification, a multi-layer
SOM will be tested. MIT BIH arrhythmia database taoms only two leads ECG in conse-



guence only one lead neural models and banks tbrgewas tested. One-layer SOM was
tested for recognizing differences in differentdsnof heartbeats with one lead. For more
testing, marked 12 lead ECG will be necessary.
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