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ABSTRACT 

This paper deals with RT level power consumption estimation during test application. The 

goal of this paper is to describe design and implementation of custom power consumption 

estimation tool that works in collaboration with Mentor Graphic DfT tools. The proposed 

tool can be used in an early design stage for quick classification of various test sets accord-

ing to power consumption without need of full synthesis and slow physical level simula-

tion of the design. The tool is implemented as a library that makes it ideal for usage in var-

ious power consumption optimization techniques. 

1. INTRODUCTION 

The need for low power methodologies is still increasing and is mostly driven by the in-

crease in the level of integration. The one reason for this is that market share of mobile de-

vices still grows (only in 1998 mobile devices cover 32% of PC market [1]) Portable de-

vices are mostly driven from batteries, but the battery technology develops slowly over the 

time and it can be stated that batteries are bottleneck of most portable systems today. Thus 

for the long operational time the low power design optimizations are highly welcome.  

Another good reason for low power optimizations are thermal requirements. Since much of 

the power consumed by the circuit is dissipated as heat, the relationship between the power 

consumption and the cooling capacity needs to be taken into account. It is worth to note 

that 10°C increase in operating temperature leads to doubling the component failure rate 

[1]. In diagnostic we must also beware of the chip power dissipation limit in order to avoid 

false error detection during test or even worse destructive test [1] (after several test appli-

cations). High power consumption can lead to some reliability issues such as electromigra-

tion, voltage drops on supply lines, inductive effects, hot electron effects, etc. [1]. Using 

low power design methodologies (e.g. from [2]) it is possible to significantly reduce power 

consumption during normal (functional) mode of circuit operation, but in the test mode this 

is not so straightforward. As described in various papers (e.g. [3]), the chip under test con-

sumes more power during testing in comparison to normal mode of operation. Greater 

power dissipation is caused by significantly higher switching activity (when assuming 

CMOS technology as dominating fabrication technology for implementation of ICs that 

contain more than 105 transistors [3]). During testing there can be detected much more 

switching activity due to much lower correlation between input patterns in comparison to 

functional mode. It can be stated that the vast majority of power reduction techniques con-



centrate on reducing the dynamic power dissipation by minimizing the switching activity 

in the circuit under test. For successful usage, development and comparison of these tech-

niques, the quick and accurate power estimation tool is needed. 

2. RECENT WORKS 

Previous RTL power estimation approaches can be classified into three broad categories 

[4], namely: analytical techniques, characterization macro modeling and fast synthesis 

based estimation.  

Analytical power modeling techniques uses very little information from the functional spe-

cification. The power consumption is estimated from general parameters such as a gate 

count, number and types of logic used, etc. It includes power consumption estimation ac-

cording to entropy of input and output signals and statistical information such as probabili-

ty of logical states [5]. These methods are very fast but not too accurate and are rather use-

ful in the very early design stage.  

Characterization based macro modeling methods constructs “black boxes” of various ma-

cro blocks of circuit logic. Under these macro blocks various sequences of input patterns 

are trained. Gate level or transistor level tool is used for estimation of power consumption 

of macro blocks. Based on this data the macro block model for the “black box” is con-

structed. Early methods simply uses number that denotes the maximal or average power 

consumption for the block, later methods uses function of statistical parameters of the input 

signal [6].  

Fast synthesis based methods use limited synthesis of the RTL designs. These methods 

map the design to defined meta-library which consists of small number of primitives. All 

of them have defined parameters and known power consumption for various input stimu-

lus. Resulting power is obtained by gate-level simulation or probabilistic techniques over 

these primitives.  

3. BASIC DEFINITIONS 

With recent designs on the focus it can be stated that the main part of power consumed by 

CMOS gates are dynamic part of power (about 80% of power) [5]. It is supposed that this 

number will lower over time as threshold voltages lower (due to supply voltages lowering) 

that will lead to increase in static power consumption. Physically, the dynamic part of 

power (Pdp) is composed of capacitive switching power (Psw) and short circuit power (Psc) 

and can be computed by equation (1) (from [1]), where CL is overall capacitance of gate 

output, lines and connected gate inputs; Vdd is supply power; N  is number of transition 

(0 1, 1 0) count; f is frequency of the clock signal, K is constant that depends on transis-

tor; VT is magnitude of threshold voltage;  is the input rise/fall time.  

 Pdp = Psw + Psc = N f 
1
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  + K (Vdd - 2VT)
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   (1) 

The equation (1) is too complex for being used for quick power consumption estimation in 

the early of the design process and in addition some parameters depend on physical proper-

ties of used transistors and overall physical layout. That’s why some simplificated form 

needs to be used. For comparison of designs that will be synthesized to the same technolo-

gy, we can omit the input signal characteristics, transistor constants as well as supply and 



threshold voltages. For simplification we assume, that the input capacitance of all gates in 

design is nearly the same. We also suppose that the clock frequency doesn’t change during 

the test. When we are relatively comparing power consumption of two or more modifica-

tions of the same design (or the same design with different test vectors applied) running 

with the same clock speed it is also possible to omit the frequency parameter. Thus for 

comparison of influence in design modification or test vectors ordering on power con-

sumption, it is possible to use the WTC (Weighted Number of Transition Count) equation 

(2). 

 WTC = i=1..Ng (Ni  Fi)   (2) 

Where Ng is number of gates in the circuit, Fi is number of fan-out factor for gate i. The 

NTC (Number of Transitions Count) can be calculated in the same way with Fi supposed to 

be one. The scan chain transitions during serial scan-in/scan-out must be also taken into 

account. The equation (3) can be used for quick scan switching activity estimation. The 

precondition for usage of equation (3) is that isolable scan registers (registers with SO and 

Q outputs, that doesn’t change the output Q value during serial scan phase) are used. 

 NTC(Vi)  =  j=1:(m-1) (Vi(j) XOR Vi(j + 1)) . A (3) 

 Vi is vector of m bits that is scanned in/out to/from scan chain (with length of m 

registers) 

 Parallel load/unload phase WTC can be calculated with equation (2) 

 For serial scan-in phase : A = j  

 For serial scan-out phase: A = (m  j)  

4. PRINCIPLE OF OPERATION 

The estimation tool works on principle that is mixture of the last two approaches men-

tioned in chapter 2. Models for the AMI 0,5 m library are exploited. The professional syn-

thesis tool Mentor Leonardo Spectrum is used for mapping the design in various level of 

abstraction into the AMI library. The resulting netlist (in structural Verilog) can be read by 

described tool as well as the AMI power library. The AMI power library defines tables of 

transitions for all AMI primitives. Each table consists of exhaustive list of input signal le-

vels (ai(t)) and signal history in (t-1) with appropriate NTC (simulated on gate level) for 

defined signal combination. For registers the internal state (s) is added and it is manipu-

lated in the same way as other input signals. Each table field can be 0, 1 or X (for don’t 

care). Simple example can be seen in table 1. The tool considers only one internal control 

register (because no more are used in AMI library), but it can be easily extended in the fu-

ture.  

The power library is stored in human readable format so it is possible to use custom mod-

els of various elements. When the library is read, it is stored in the memory as fast lookup 

table. The power estimation tool is able to compact the input netlist for the simulation pur-

poses. It tries to group together as much combinatorial logic as possible. It groups the logic 

as long as there is available memory and no more than one sequentional element in the 

group.  
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Table 1: Example of the table used in power library 

Then the functional table for the overall group is created. In this step the NTC for each 

element from group is multiplied by fan-out factor of this element to form WTC. At the end 

the resulting table is constructed from the partial tables and then compacted. In the com-

paction step the rows of the table are scanned. When the two rows of the table have same 

transition count and are compatible (in signal transitions), these rows are grouped together 

with don’t care value set in columns that doesn’t contribute to transitions and the two old 

rows are combined to form one new row. By this approach the group of logic between reg-

isters is “black boxed” and the power consumption for this block can be quickly estimated 

by simply table lookup. The accuracy of the tool is also acceptable, because accurate pow-

er models are used for primitives from the power library. The only drawback is memory 

requirements for the lookup tables. The tool can read the testing patterns in ASCII text 

format generated by Flextest and sequentially apply it to the design for predefined number 

of clock period. The scan chains can be also simulated. For the scan chains the equation (3) 

is used. As the default, the zero delay model is used for primitives, so no glitches and spu-

rious (hazardous) transmission are count to NTC. It is also possible to use non-zero delay 

model and count every transmission by disabling the “black boxing” behavior. It can be 

done by special configuration parameter. The delay model for every primitive is than read 

from the AMI library (or can be globally overridden by config). The tool can report overall 

NTC or WTC. 

5. EXPERIMENTAL RESULTS 

The proposed method was successfully implemented in C++ language with help of the 

STL library. Experiments were carried on PC (AMD64 Athlon processor @ 2.0GHz, 1GB 

RAM, Linux). The circuits from ISCAS89 High Level sequentional benchmark set were 

used as input for the proposed method. The benchmarks circuits were synthesized in Men-

tor Leonardo Spectrum and mapped to ASIC AMI 0.5 m technology library. The test vec-

tors set were generated by FlexTest tool and analyzed by the described power estimation 

tool. Full scan test strategy is used with maximal scan length set to the number of 

flip/flops. The table 2 displays statistics for circuit after mapped to AMI library.  

 



 

Benchmark 

name 

[-] 

No of 

flip/flops 

[1] 

No of 

nodes 

[1] 

No of 

I/Os 

[1] 

No of pri-

mitives 

[1] 

Fault cov-

erage 

[%] 

No of test 

vectors 

[1] 

NTC 

[1] 

s208 8 111 10/1 112 98.59 36 1980 

s298 14 127 3/6 133 100.00 41 4222 

s344 15 164 9/11 175 99.70 32 4160 

Table 2: Experimental results 

6. CONCLUSION 

In the previous chapters the method for RTL power consumption estimation during test 

application was described. So far it was successfully implemented. The AMI 0.5 m power 

library that is used by this method was also created. The implemented tool can be used in 

cooperation with Mentor Graphic DfT tools because compatible formats for data inter-

change were used. The main engine of the tool is implemented as a class so it can be also 

used as a helper in various power consumption optimization method implementations for 

comparison of quality of proposed solutions. Namely we are now trying to exploit this tool 

in process of RTL circuit partitioning to testable blocks where results from the power esti-

mation tool will influence the calculation of the fitness function that controls the circuit 

partitioning. 
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