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ABSTRACT

The notion of a context-free grammar over a free group is introduced. The transfor-
mation of any type-0 grammar to an equivalent context-free grammar over a free group is
demonstrated. This approach causes an undesirable increase of the number of nonterminal
symbols. Hence we introduce a method for their reduction.

1 INTRODUCTION

The notion of a direct derivation in context free grammars has always been defined
on letter monoids generated by total alphabets of these grammars (see [2]). In our paper,
however, this notion is introduced on free letter groups generated by total alphabets of these
grammars.

The resulting grammars are simple and natural modification of the classic definition
of context-free grammars. Moreover, their generative capacity is remarkably increased.

By this approach, the number of nonterminal symbols is increased. Hence we will
deal with their reduction using a suitable encoding.

2 PRELIMINARIES

We assume that the reader is familiar with formal language theory (see [1]).
For an alphabet,V, V denotes the letter (free) group generated byV under the ope-

ration of concatenation,ε is the unit ofV and for everyQ∈ V, there isQ∈ V called the
inverseto Q with the propertyQQ=QQ= ε. For a word,w= a1a2 . . .an ∈V, |w| denotes



the length ofw and w = anan−1 . . .a1 denotes the inverse word tow with the property
ww = ww= ε. Note that the equivalent notation isinv(w). The wordw is said to be
reduced, if it contains no substrings of the formaa, wherea∈ V. It is possible to prove
that for everyw∈V, there exists exactly one reduced word without reference to the order
of reductions (see [5]).

A context free grammar is a quadruple,G = (N,T,P,S), whereN and T are two
disjoint alphabets of nonterminal and terminal symbols respectively,P is a finite set of
productions of the formA→ x, whereA∈ N, x∈ (N∪T)∗, andS∈ N is the axiom (start
symbol). The total alphabet ofG is defined asV = N∪T.

A phrase-structure grammar,G= (N,T,P,S), is specified in Penttonen normal form,
whereN, T andShave the same meaning as for a context free grammar and every produc-
tion in P is either of the formAB→ACor A→ x or A→ ε, whereA,B,C∈N, x∈ (T∪N2),
see theorem 4 on page 391 in [3].

The left-hand side and right-hand side ofp ∈ P is denoted bylhs(p) and rhs(p)
respectively. The set of all symbols occuring inw∈ (N∪T)∗ is denoted byalph(w).

We define the direct derivation⇒G overV∗ as follows. For everyx,y∈V∗, x⇒G y if
x= uAv, y= uwv, u,v∈V∗ andA→ w∈ P. In the standard manner, we can introduce the
relations⇒i

G, ⇒+G and⇒∗
G, where the subscriptG is usually omited when understood. If

we want to express thatx⇒ y usingp∈ P in G, wherex,y∈ (N∪T)∗, we writex⇒G y[p].
We now introduce a new structure for generating languages. LetGΓ = (N,T,P,S) be

a context-free grammar,V = N∪T. ThenΓ= (GΓ,V) is the context-free grammar over a
free group. It is clear that for everyQ∈V, there must beQ∈V such thatQQ= QQ= ε.
In GΓ, the direct derivation overV is defined as follows. For everyx,y ∈ V, x ⇒Γ y if
x= uAv, y= uwv, u,v∈V andA→ w∈ P. The relations⇒i

Γ, ⇒+Γ and⇒∗
Γ have the usual

meaning and are defined onV.
We denote byFG(2) the family of languages generated by context-free (type-2 by

the Chomsky hierarchy) grammars over free groups. ByFG(2)R, we denote the family of
languages generated by context-free grammars over free groups with the reduced number
of nonterminals. The family of recursively enumerable languages is denoted byRE.

3 RESULTS

In this section, we examine the generative capacity of context-free grammars over
free groups. We will outline the prove that for every phrase-structure grammar,G, there
exists an equivalent context free grammar over a free group,Γ, such thatL(G) = L(Γ).
Next, we introduce the reduction of nonterminal symbols. Note that the rigorous proofs
exceed the page limit, so we only describe the constructions.

Lemma 3.1 For every phrase-structure grammar,H = (N,T,PH ,SH), there exists an
equivalent phrase-structure grammar,G= (N∪{X,Y},T,PG,SG), such that{X,Y,SG}∩
{N∪T}= /0 and the setPG contains only productions of the forms

• AB→CD

• A→ BC



• A→ a

• XY→ X

• X → ε

whereA,B,C,D ∈ N, a∈ T.

Proof 3.1

Construction

Consider the grammarH = (N′,T,P′,SH). Without any loss of generality, assume thatH
satisfies the Penttonen normal form and assume that{SG,X,Y}∩ (N′∪T) = /0. Define the
grammarG= (N,T,P,SG), whereN= N′∪{SG,X,Y} andP is constructed as follows:

(1) add everyp∈ P′ with two nonterminals on its right-hand side toP

(2) for everyA→ ε ∈ P′, addA→Y to P

(3) for everyA∈ N′, addAY→YAto P

(4) addSG → XSH , XY→ X, andX → ε to P

The construction ofG is completed. Now, we establish the following theorem.

Theorem 3.1 FG(2)=RE

Proof 3.2 Consider thatG= (N,T,P,S) is a phrase-structure grammar. Without any loss
of generality, assume thatG satisfies the properties described in Lemma 3.1.

Construction

We construct the context-free grammar over a free group,GΓ = (NΓ,TΓ,PΓ,S), where we
defineNΓ = N∪NCS∪N andTΓ = T ∪T such that

N = {A|A∈ N}
NCS = {〈ABCD〉,〈ABCD〉|AB→CD∈ P}∪{〈XYX〉,〈XYX〉}

T = {a|a∈ T}

Note that in general,Q is any symbol andQ is its coresponding inverse symbol.

The new set of productionsPΓ is constructed as follows:

I add everyA→ BC∈ P and everyA→ a∈ P to PΓ, whereA,B,C∈ N, a∈ T

II for everyAB→CD∈ P, addA→C〈ABCD〉 andB→ 〈ABCD〉D to PΓ

III for everyXY→ X ∈ P, addX → X〈XYX〉 andY → 〈XYX〉 to PΓ



IV for everyX → ε ∈ P, addX → XX to PΓ

The construction ofGΓ is completed.

Observe that for every non-context-free production, there are two new nonterminals in
the resulting grammar. Hence we will show that for every phrase-structure grammar, there
exists an equivalent context-free grammar over a free group with only eight nonterminals,
namely 0,0, 1,1, 2,2, SandS. Note that the existence ofS follows from the definition of
the free group. In fact, there is no production containingS, so no sentential form contains
it too.

Lemma 3.2 For every phrase-structure grammar,H = (N,T,P,S), there exists an equiva-
lent phrase-structure grammar,G= (NG,T,PG,S), such that each production inPG has one
of these forms:

(1) AB→CD, whereA 6=C andA,B,C,D ∈ NG

(2) A→ BC, whereA 6= B andA,B,C∈ NG

(3) A→ x, whereA∈ NG, x∈ T ∪{ε}

Proof 3.3 Let H = (N,T,P,S) be a grammar. Without any loss of generality, assume that
H satisfies the Kuroda normal form; that is, every production inP has one of these forms:

(1) AB→CD, whereA,B,C,D ∈ N

(2) A→ BC, whereA,B,C∈ N

(3) A→ x, whereA∈ N, x∈ T ∪{ε}

Define the grammarG= (NG,T,PG,S), wherePG is constructed as follows:

(1) for everyAB→ AD∈ P, addAB→ A′D′, A′D′ → AD to PG andA′, D′ to NG, where
A′ andD′ are two new nonterminals

(2) for everyA→ AB∈ P, addA→ A′B′, A′B′ → AB to PG andA′, B′ to NG, whereA′

andB′ are two new nonterminals

(3) add all other productions fromP to PG

A formal proof thatH andG are equivalent is simple and left to the reader.

Theorem 3.2 FG(2)R=RE

Proof 3.4

Consider thatG= (N,T,P,S) is a phrase-structure grammar,N = {A1, . . . ,An}, A1 = S.
Without any loss of generality, assume thatG satisfies the properties described in Lemma
3.2.



Construction

We construct theFG(2)R grammarΓ= (NΓ,T,PΓ,SΓ), whereNΓ = {0,0,1,1,2,2,SΓ,SΓ}.
Define the injections,h : N → {0,1}+ andh : N → {0,1}+, such that for everyAi ∈ N,
h(Ai) = (i)2rev((i)2) andh(Ai) = inv(h(Ai)), where(i)2 is the binary representation ofi
on dlog2 |N|e bits, for i = 1,2, . . . ,n. Note that the inverse symbol to 0,1,2 andSΓ ∈ NΓ is
0,1,2 andSΓ ∈ NΓ respectively.

The set of productionsPΓ is constructed as follows:

I addSΓ → h(S)2 toPΓ

II for everyAB→CD∈ P, add 2→ h(B)2h(A)22h(C)2h(D)2 toPΓ

III for everyA→ BC∈ P, add 2→ h(A)22h(B)2h(C)2 toPΓ

IV for everyA→ x∈ P, add 2→ h(A)x to PΓ

whereA,B,C,D ∈ N andx∈ T ∪{ε}.

The construction ofΓ is completed.

Corollary 3.1 FG(2)=FG(2)R

4 CONCLUSIONS

The paper has presented a new type of common context-free grammar. By adding
of the free group to the common context-grammar, we increase its generative capacity to
the level of non-restricted grammar. The inverses from the free group allow to remove
the non-context-free productions. Moreover, the encoding of nonterminal symbols reduces
their number to exactly eight.
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